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Abstract: The present study was attempted to predict the prediction accuracy of datasets related to Pb metal and As 
metalloid content in vertical and horizontal layers of soil through machine learning (ML) especially tree algorithms by using 
WEKA tool, version 3.8.5. Different tree algorithm viz. Random Forest (RF), Random Tree (RT) and Fast decision tree learner 
Tree (REPT) were studied separately based on 4 attributes such as Area, Seasons, Pb and As as well as effect viz. high (H) 
and low (L) to determine overall prediction accuracy as per 10-fold cross validation. It is concluded that ML algorithms 
performed accurately from the dataset and obtained rich information with statistical validation in both vertical and horizontal 
layers of soils, which obtained Pb and As content up to 6 cm depth as vertically and 12 m distance as horizontally during pre-
monsoon and post-monsoon without seasonal variations. The future study in WEKA tool can easily be analysed with more 
dataset to predict classifier accuracy related to metal(loid) content speciation in soil. 
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1. INTRODUCTION 

Generally, the municipal solid waste (MSW) is generated as “garbage” or “trashes”, which is an 
unavoidable by product of human activity [1]. These wastes such as raw vegetables and cooked food 
wastes, garden wastes, papers, woods, plastics, construction and demolition wastes, glass, ceramics, 
electrical and electronic wastes, etc. are found in which few are biodegradables, but majority wastes are 
non-biodegradable [2].  

The contamination of soil by heavy metal can cause adverse effects on human health, animals, and soil 
productivity [2,3,4]. Waste carries different metals, which persist onto soil for long time and then 
transferred to plants by different ways [5-12]. Recently, Choudhury et al. demonstrated the presence 
of toxic trace elements, such as As, Cr, Pb, Cu, Ni, Zn, Hg, etc., in the soil as well as the groundwater 
near municipal solid wastes dumping ground at Assam [13].  They observed following order in the 
abundance of the metals at all three depths (surface, 15 and 30 cm): Zn > Fe > Ni > Cu > Cr [13]. 
According to Azeez et al. [14], trace metal levels in soil caused by MSW deposition in an emerging city 
in Abeokuta, Nigeria where the highest concentrations of Cu, Cr, Mn, and Zn were observed at a depth 
of 0-40 cm while Pb, Fe, and Ni accumulations were observed at depths below 40 cm. It is well known 
fact that heavy metal species found in decomposed municipal solid waste [15,16]. 

Several studies revealed that big data mining or deep learning is interesting research in which the dataset 
provide valuable information through statistical interpretation. The big data mining is based on the study 
of ML models algorithms, which is predicted the performance accuracy of the dataset [17,18]. In earlier 
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study, availability of big data found associated with the soil environment [19,20]. These data can be 
used as alternate variables for the pollution sources and influencing factors can also be used as 
covariates to determine the prediction accuracy [21]. Moreover, a recent study by Biswas et al. [22] 
observed the better performances as per ML algorithms such as BN, NB, LgR, RF and CART followed 
by J48 and RT for soil, but the dataset did not use as per soil stratifications. 

The objective of the present study was to predict the performance accuracy of datasets of vertical and 
horizonal soil contained metal(loids) through machine learning (ML) classification models in the 
WEKA (Waikato Environment for Knowledge Analysis) tool (version 3.8.5). 

 

 

2. MATERIALS AND METHODS 

As per earlier study by Biswas et al. [22] WEKA (Waikato Environment for Knowledge Analysis) tool 
(version, 3.8.5) was used for data mining developed by Frank et al. [23] to determine performance 
accuracy through ML algorithms. As mentioned earlier study [22] the mechanisms of the WEKA 
explorer [24]. In pre-processing step, both vertical and horizontal soil distribution datasets were 
analysed through unsupervised instance and 10-fold cross validation (CV).   

The predictive accuracy of both dataset were compared as per higher and lower values of metal(loid) 
content in soil of MSW dumping ground through ML modelling algorithms especially different tree 
classifiers viz. decision tree (DT) J48, Logistic model tree (LMT), Random forest (RF), Random tree 
(RT), Fast decision tree learner (REPT) and Class implementing minimal cost-complexity pruning 
(CART) along with 4 attributes viz. area, seasons, Pb and As and effects (higher as H and lower as L 
content) studied from dataset to predict the overall performance accuracy from the dataset of our earlier 
study of Biswas et al. [25].   

The performance accuracy of above-mentioned ML model classifications related to correctly and 
incorrectly classified instances, Kappa statistics (KS), mean absolute error (MAE) and root mean 
squared error (RMSE) were studied for 10-fold CV test as per earlier study by Talapatra et al. [37], 
Bhattacharya et al. [41] and Biswas et al. [22]. As per Bouckaert et al. [42], the results of six tree 
algorithms model summary were retrieved from WEKA tool [26]. The prediction accuracy of studied 
ML models as per 10-fold CV test was retrieved from summary results and the statistical parameters 
such as Matthew’s correlation coefficient (MCC), receiver operating characteristic (ROC) and 
Precision-recall curve (PRC), respectively were recorded separately for vertical and horizontal soil. 

 

3. RESULTS AND DISCUSSION 

In the pre-processing step, graphical representation of statistical data of different attributes [area, 
seasons, Pb and As and effects (higher as H and lower as L content)] for vertical and horizontal soil 
separately were obtained. It is not always possible to identify the metal(loid) content as per stratification 
and these problems can easily be elucidated by resorting to big data mining, which is the abstraction of 
implicit, previously unknown, and potentially useful information in data [24]. Generally, ML is used to 
extract valuable information from raw data of metal(loid) content in soil distributed vertically and 
horizontally [21]. The process is based on abstraction in which data were collected, with all their defects, 
and the underlying structure is represented [24]. 

The performance of model accuracy of studied ML algorithm classifications as per correctly and 
incorrectly classified instances, KS, MAE and RMSE were studied as per 10-fold CV test. In the case 
of algorithm model classification, the similar values were observed in all studied algorithms used for 
vertical and horizontal soil dataset (Table 1 and Table 2). 
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Table 1: Results on different classified instances and statistical values for different algorithm models for 
vertical soil 

Classifier 
model 

Correctly classified 
instances 

Incorrectly 
classified 
instances 

KS MAE RMSE 

DT J48 100.0 0.0 1.0 0.0 0.0 
LMT 100.0 0.0 1.0 0.12 0.12 
RF 100.0 0.0 1.0 0.10 0.02 
RT 100.0 0.0 1.0 0.0 0.0 
REPT 100.0 0.0 1.0 0.0 0.0 
SCT 100.0 0.0 1.0 0.0 0.0 

DT J48 = Pruned and unpruned decision tree C4; LMT = Logistic model tree, RF = Random Forest; 
RT = Random tree; REPT = Fast decision tree learner; SC = Class implementing minimal cost-
complexity pruning; KS = Kappa Statistics; MAE = Mean Absolute Error; RMSE = Root Mean 

Squared Error 

 

Table 2: Results on different classified instances and statistical values for different algorithm models for 
horizontal soil 

Classifier 
model 

Correctly classified 
instances 

Incorrectly 
classified 
instances 

KS MAE RMSE 

DT J48 100.0 0.0 1.0 0.0 0.0 
LMT 100.0 0.0 1.0 0.12 0.12 
RF 100.0 0.0 1.0 0.002 0.006 
RT 100.0 0.0 1.0 0.0 0.0 
REPT 100.0 0.0 1.0 0.0 0.0 
SCT 100.0 0.0 1.0 0.0 0.0 

DT J48 = Pruned and unpruned decision tree C4; LMT = Logistic model tree, RF = Random Forest; 
RT = Random tree; REPT = Fast decision tree learner; SCT = Class implementing minimal cost-

complexity pruning tree; KS = Kappa Statistics; MAE = Mean Absolute Error; RMSE = Root Mean 
Squared Error 

 

 

 

Table 3 evaluates the representation of the detailed accuracy of studied models for the studied dataset. 
In case of the accuracy of a class of values, MCC, ROC and PRC, the better performances (100%) were 
observed for all studied algorithms for both datasets. As per these values, the ROC curve, margin curve 
and cost curve were exhibited in Fig 1, 2 and 3. 

Table 3: Statistical data for prediction accuracy of studied algorithms for vertical and horizontal 
soil 

Classifier 
model 

Effects MCC ROC area PRC area 

DT J48 H 100.0 100.0 100.0 
L 100.0 100.0 100.0 

LMT H 100.0 100.0 100.0 
L 100.0 100.0 100.0 

RF H 100.0 100.0 100.0 
L 100.0 100.0 100.0 
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RT H 100.0 100.0 100.0 
L 100.0 100.0 100.0 

REPT H 100.0 100.0 100.0 
L 100.0 100.0 100.0 

SCT H 100.0 100.0 100.0 
L 100.0 100.0 100.0 

DT J48 = Pruned and unpruned decision tree C4; LMT = Logistic model tree, RF = Random Forest; 
RT = Random tree; REPT = Fast decision tree learner; SCT = Class implementing minimal cost-

complexity pruning tree; MCC = Matthew’s correlation coefficient; ROC = Receiver operating characteristic; 
PRC = Precision-recall curve 

 

 

Figure 1: Area under ROC (=1) plot for all studied algorithms of vertical and horizontal soil 
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Figure 2: Margin curve plot for all studied algorithms of vertical and horizontal soil 

 

 

Figure 3: Cost curve plot for all studied algorithms of vertical and horizontal soil 

In the present study, an ROC curve plot is based on true positive rate (TPR) vs. false positive rate (FPR) 
as per different classifiers thresholds and its performance with the value obtained of 1.0. Lowering the 
classifiers threshold classified maximum data as positive, thus increasing both TP and FP values. This 
curve is suitable for ML study [28]. While margin curve plot determines cumulative probability as per 
instance numbers and the performance of the 6-types classifier was observed better performance with a 
cumulative value of 34 [29]. Moreover, cost curve plot determines a cost function, which is used to 
know incorrect the model is in finding a relation between the input and output. It is known how badly 
the model is behaving/predicting the dataset [30]. In the present study, the classification prediction 
accuracy was 50%. 

4. CONCLUSION 

In the present predictive study, ML algorithms performed accurately from the dataset and obtained rich 
information with statistical validation in both vertical (up to 6 cm) and horizontal (up to 12 m distance) 
layers of soils, which obtained Pb and As content in soil during pre-monsoon and post-monsoon without 
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seasonal variations. In future, the predictive study in WEKA tool can easily be analysed with 
more dataset to predict classifier accuracy related to metal(loid) content speciation in soil. 
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